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There is scarce research that implement a formal framework when evaluating usability evaluation methods such as heuristic 

evaluation. This paper aimed to explore and compare the results of a heuristic evaluation performed by end-users and a heuristic 

evaluation performed by experts. Both heuristic evaluations took place in the context of forestry industry where a mobile 

application developed to give harvest operators performance feedback was evaluated.  A thorough literature review for research 

regarding evaluation of UEM was a crucial first step. The outcome of this produced an evaluation framework that included three 

criteria, Relevance, Frequency and Timeliness. These criteria were used to analyse the results from the heuristics evaluations 

performed by the two groups, using mixed methods. The quantitative analysis concluded that the evaluation performed by the 

end-users had a higher frequency and relevance value, and that the evaluation performed by the expert group had higher value 

for their solution rate in the timeliness criteria. Furthermore, the qualitative analysis held within the criteria timeliness concluded 

that the two groups identified different types of usability problems, confirming previous research performed on different types of 

heuristic evaluators.  
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1 INTRODUCTION 

This research study was conducted within the forestry industry in collaboration with the research institute 

Skogforsk and the forestry organisation Vida. In a study performed by Skogforsk to investigate the harvester 

operators decision-making, the results showed that the harvest machinery can make better calculated decisions 

regarding where to cut the trees compared to harvest operators [92]. Furthermore, to unlock the harvesters full 

potential, a support system for the harvester operating the machines is necessary [93]. To solve this issue, Vida 

developed an app where harvester operators (that work on commission with Vida) receive their feedback of what 

they have produced from their harvesting. The mobile application Vida WQP, was created one year ago, and new 

functions and alterations are continuously added [48]. It is important that this app is understandable and relevant 

from both Vida’s and the harve+ter operators’ perspectives since, the purpose of this system is to provide feedback 
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to their harvest operators (users). Addressing  the issue of how to present feedback to the harvester operators is 

an interest for the forestry industry itself, therefore, both Vida and  Skogforsk have an interest in evaluating the 

mobile application Vida WQP´s usability by conducting usability evaluation methods (UEMs) [75].  

UEMs are a collection of methods that are a part of the User-Centred Design (UCD) field [76]. UCD is an iterative 

user-driven design process where all decisions and development consider the usability and user satisfaction of a 

system in all steps. According to ISO 9241-210:2010, a core step in UCD is that the iterative design process is based 

on the ongoing evaluation from users [4]. Their purpose is to answer how effective and efficient the system is, and 

how the users experience the interactive system [6]. Examples of usability evaluation methods are Concurrent 

Think-Aloud, where the participants vocalise their thoughts as they perform their given tasks and constructive 

interaction, where two or more participants work together with the tasks they were given [19,79]. Other UEMs that 

are common and utilize less resources are usability questionnaires such as User Experience Questionnaire (UEQ), 

System Usability Scale (SUS) and Heuristic Evaluation (HE) [48]. Usability questionnaires are mostly employed to 

measure the current usability state of a system, whereas HE will identify and provide solutions for usability 

problems rather than a specific score value [75]. 

 Choosing the correct UEM to evaluate a systems usability is important and needs to utilize the right resources 

to generate the best result possible, meaning that the UEM should identify as many of the usability problem a system 

has [28.77]. Which makes it important to evaluate and compare UEMs to see which method is most adequate to use. 

HEs are appropriate to use in scenarios where the aim is to discover usability problems and their individual 

elements and discover how they impact the overall user experience (UX). UEMs such as HEs can be applied in two 

ways, either in a facilitated laboratory study or in case studies. According to Moumane et al., case studies allow the 

users to interact and perform tasks in a realistic manner [58]. Therefore, to fulfil this study´s aim of comparing the 

two evaluations the study assumed a case study approach [11.44.82], this approach ensured that enough detailed 

data could be collected to compare and evaluate the two evaluations. Therefore, two HEs evaluated Vida WQP´s 

usability, the first evaluation was conducted by Vida WQP´s users and the second evaluation was conducted by HCI 

master students, whom in the scope of this study are considered usability experts [10].  

2 BACKGROUND AND THEORY 

2.1 Vida´s feedback application: WQP 

The forestry industry’s clients have become more specific about the length and diameter combinations they want 

for their timber, so the logs can be used in the most efficient way possible. The specific orders means that the 

decisions that harvester operators make in the field affect the value of the products that are produced. To maximise 

their production, a harvester operator has a computer that calculates what logs are to be made, but the operators 

still must make decisions if a situation should require it. For example, if trees are bark beetle damaged which 

requires the harvest operators to make manual decisions. 

Today's forestry machines are mainly run by computed decisions, but some decisions must be made by the 

harvest operator. The goal is to interfere as little as possible with the machine’s choices, that is why a tool to help 

harvest operators accommodate what has been ordered and reduce the amount of inaccurate timber has been 

implemented.  

Vida WQP is an in-house app developed by Vida with the aim to easier supply their harvest operators with 

feedback on what they have produced. Being able to return feedback is an important step to both the harvest 

https://www.zotero.org/google-docs/?nWALR9
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operator and Vida [92].  Vida’s app has three different areas to distribute feedback to their harvest operators (A1). 

The first area is called Harvested and contains four functions where the operators can see what they have produced 

in their forestry machines. The second area shows what the harvest operator production is when it is measured at 

the sawmill. The third area stores a pdf document of measurements provision that the harvest operator should 

proceed from depending on what type of timber it is and what type of product it is supposed to be. The harvested 

and the measured area has either a green, yellow or red light next to each function. The light depends on if what the 

harvest operator has produced is within a specific value. This is meant to illustrate and give feedback to the harvest 

operators and what they have produced. 

2.2  Heuristic Evaluation  

HE is frequently applied in both software development and user interfaces to test their usability [66]. It has been 

used as a guidance for design decisions since they were introduced in 1994 by Nielsen [61]. In a study by Nielsen 

and Landauer they present a model of how the number of experts have a correlation to how many of the usability 

problems that will be identified [62]. Their prediction formula shows that 5 evaluators will uncover 75% of the 

usability problems [66], compared to using only one evaluator which according to the prediction formula uncover 

approximately 35%. Therefore, Nielsen argues that using a minimum of five evaluators increases the effectiveness 

of the HE method.  

2.2.1  Defining HE Experts 

HE is a cost-effective way to evaluate and test software products [50,51]. Nielsen argues that a successful outcome 

of the evaluation is heavily connected to the knowledge of the evaluators [32,63], hence this type of method requires 

experts as the evaluators [16,50,62,66]. In a systematic literature review Paz et al. concluded that different profiles 

of experts were used in HEs [66]. In their study they identified five fields, usability specialists, software 

professionals, domain experts, usability specialists combined with domain experts and double experts. Examples 

of domain experts are, people that have a profession within the software product that is evaluated, users that are 

connected to the software product evaluated and people that use the software product that is under evaluation 

[31,43,74,90]. Studies that used double experts defined them as people that are usability specialists as well as 

experts within the domain that is under evaluation [2]. Hassan et al. used different types of experts depending on 

which scope the evaluations were employed in [28]. They used software experts in a HE during the development of 

the software, and end-users as experts during the finishing process of the software product that was under 

evaluation.  

The term expert is broadly applied in the context of HE [48]. There are no set of requirements that have to be 

fulfilled by the experts. Paz et al. identified evaluations that used experts from different types of and when Nielsen 

performed an empirical test of HE as an UEM he used 37 computer science students that had a lecture on evaluating 

interfaces through heuristics before the evaluation took place [63,66]. In a study performed by Gulliksen et al. they 

concluded that there is a relationship to what types of problem a usability specialist tend to identify and their 

background and experiences [24]. Furthermore, it is important that they have experience of building solutions of 

interaction design in terms of structure, content, concept and navigation. Botella et al. defined credentials that a 

usability expert should obtain or acquire to be considered a usability expert [10]. They argue that the experts used 

for HE should have deep knowledge in the field of HCI, the field of software engineering and how a system 

development life cycle in large projects works. Furthermore, their study concluded that the experts should have 

https://www.zotero.org/google-docs/?nxwskj
https://www.zotero.org/google-docs/?vuNiF2
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experience in how to apply that knowledge in methods and analysis such as interviews, observations and surveys 

with users. Besides knowledge and experience in the field of usability Botella et al. states that they should have 

capacities in fields such as business, design or psychology and have experience in the field of design, both user 

interfaces and visual design guides. 

Employing HE using novice evaluators instead of expert evaluators can enable organisations that lack the funds 

to conduct evaluations using experts [51]. The requirements of using experts partially originates from the 

complexity of the established heuristics [39,77]. Due to the complexity, novice evaluators have difficulties 

understanding and separating the heuristics from each other. De Lima Salgado & de Mattos Fortes states that there 

are studies conducted on HE that are using novice evaluators and that the heuristics given to them have been 

adapted [46]. The few studies that exist today have adapted the heuristics to specific profiles of inexperienced 

evaluators and can therefore not be generalised [71].  

2.2.2  Choosing the appropriate set of heuristics 

Bertini et al. [8] released heuristic guidelines that were appropriate to use in a mobile-computing context. Some of 

the modified heuristics were specifically adapted for mobile phones and their physical elements. However, these 

heuristics were based on mobile computing in 2006, and some of the heuristics are therefore not relevant in 

usability evaluation performed on smartphones [16]. In 2012 Inostroza et al. introduced a set of 12 heuristics to be 

used when evaluating touchscreen-based mobile devices [35]. Although these heuristics are more up to date, they 

are developed to evaluate the interface of the phone and not to evaluate mobile applications. Therefore, Pimento 

and Neto´s set of heuristics are appropriate to use [53]. They developed and validated 11 heuristics applicable for 

mobile applications, they are inspired by Nielsen´s set of heuristics but simplified and adjusted them for mobile 

interfaces and their changed environment (A3). 

2.3 Evaluating UEMs 

Wixon argues that to define the best UEM it is important to evaluate the UEMs by the appropriate criteria [85]. From 

previous literature he concluded that there were three premises all studies shared when evaluating UEMs. The 

premises were dismissed as inappropriate by Wixon since he means that criteria should take the practical work 

and developments of real products in commercial enterprises into account. Therefore, criteria that build on the 

amount of problems detected allow the UEMs to be evaluated in isolation to the case, and apply a quasi-scientific 

framework to resolve what UEM is the best are not appropriate to use according to Wixon [23]. Instead, he suggests 

that the correct criteria should be built upon business and engineering XXX which would be more in line with the 

values and limitations of the current practice, since a scientific approach would be incongruent with the context of 

the product development. 

Wixon states that the credibility and timeliness of the integrated usability with the general development and 

process of the product development, these are criteria that should be considered when evaluating UEMs [85]. 

Credibility is considered a multi-dimensional concept, involving source of information and how trustworthy the 

information is regarding its trustworthiness, expertise, credentials and more [26]. In a study that assessed a 

computation model through isolated testing credibility was defined as something qualified to be trusted and 

believed in, which has been obtained through gathering and presenting evidence [57]. Timeliness is considered to 

be up-to-date and contain well-timed and relevant information [26], furthermore Rashtian & Gopalakrishnan 

defined timeliness as keeping a deadline and time-sensitive data [70]. 

https://www.zotero.org/google-docs/?cqKsZE
https://www.zotero.org/google-docs/?X1vXjz
https://www.zotero.org/google-docs/?KIX0Uf
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In a world where usability work is applied and integrated in a business framework, a factor that should be in 

focus when evaluating UEMs is success. Success in this context means how effective the usability improvements 

deriving from the usability problems can be implemented in the product. Furthermore, Wixon argues that a case 

study is the most effective way to evaluate and compare UEMs since it does so in a practical manner. He argues that 

evaluating UEMs in a laboratory setup fails to include how practical realities of software and user interface 

development affect the implemented UEM [65]. 

To summarise, Wixon proposes three key notes when evaluating a UEM [85]. It is necessary to adopt relevant 

business and engineering criteria, such as credibility, timeliness and success. The UEM needs to be evaluated in a 

real setting applied to real products. The evaluation should follow the approach of a case study rather than an 

experimental approach. 

Van den Haak et al. did a methodological comparison with three UEMS, two different think-aloud methods and 

constructive interaction [79]. Their study was focused on identifying and describing the UEMs as tools for usability 

testing rather than uncovering cognitive approaches. They evaluated the UEMs from four different perspectives. 

The first perspective aimed to identify the amount and types of usability problems detected by each UEM. The 

second perspective aimed to identify the relevance of the usability problem detected by each UEM. The third 

perspective aimed to identify how the three UEMs differed in terms of task performance. The fourth perspective 

aimed to identify if participants' experience differed between the three UEMs.  

Koutsabasis et al. defines an evaluation framework that was applied to a case study using 4 attributes [46]. The 

attribute realness (or relevance) refers to what degree of relevance each usability problem identified has. There are 

several ways to determine the relevance of a usability problem. Comparing the identified problems to a general 

usability problem list, have an expert review and decide the relevance of each problem or let the end-users review 

and decide the relevance of each problem. Validity (or accuracy) is defined as the how many times the usability 

problem is identified during the evaluation, compared with the total number of usability problems identified. 

Thoroughness (or completeness) is defined by the number of usability problems identified by the UEM in regard to 

the total numbers of actual problems that exist in the system evaluated by the UEM. Effectiveness has by previous 

research been equated to combining validity and thoroughness. Some studies take the effectiveness criteria even 

further, addressing the issues with the uptake of identified usability problems by the developer team. This 

perspective of effectiveness handles the nature of identified usability problems itself, for example that the objective 

usability problems are far more likely to be fixed by the developer team than the identified subjective usability 

problems. 

Vilbergsdottir et al. [82] state that a part of analysing a usability problems validity is to prioritise what usability 

problems to fix and in what order. Tools to prioritise are marginal effects, budgetary constraints and frequency of 

problems. In a case study where two developers assessed the validity of the usability problems, they were 

interested in seeing the identified problems’ frequency, since this information provides a quantitative picture of 

how many users or experts experienced a specific problem. Previous research has used a usability problems 

frequency combined with its severity rating to what see what impact the usability problems have [34,38,41]. 

Hornbæk states that assessment of formative UEMs have issues regarding validity, reliability and practical utility 

due to limitations in statistical testing, conclusions passed on by practitioners and the measures that are used to 

compare usability evaluation methods [33]. Hornbæk extends this critique, presenting seven dogmas in UEM work. 

The term dogma refers to a set of beliefs that is accepted without any questions from the society. The aim with the 

notion of these dogmases is to describe why and in what way research and evaluation of UEMs are problematic. 

https://www.zotero.org/google-docs/?vTplL3
https://www.zotero.org/google-docs/?grhpOa
https://www.zotero.org/google-docs/?KzsTKv
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According to Hornbæk,  the dogmas would allow a more direct approach than existing methods in regards to how 

to move beyond the problems. The seven dogma presented in the study are;1. Problem counting as the main 

approach to assessing UEMs; 2. Matching problem descriptions is straightforward; 3. Usability evaluation proceeds 

as prescribed and directly identifies problems; 4.  The individual usability problem as the unit of analysis; 5. Look 

at evaluation in isolation from design; 6. Single best UEM exists & 7. Usability problems are real.  

Examples of limitations that derive from the first dogma problem counting are that the relevance of the problems 

detected from each UEM is not assessed. Counting the problems their respective value in regard to generality, type 

and clarity is not considered, this leads to a problem that is considered smaller is counted equal to a problem that 

is considered larger. Furthermore, counting problems means that the observations made by the evaluators 

throughout the process give far more insights. Insights that will not be included in their documented list of usability 

problems. Hornbæk´s study concludes three aspects to extend the current practice of evaluating UEMs [28]. 

1. The problem counting should be combined with an analytical method to analyse the relevance of the 

identified usability problem. 

2. Identify and apply methods that enable the evaluators to suggest how to implement the solutions 

regarding the design aspects.  

3. The evaluators' insights and satisfaction with the evaluated UEMs should be considered and documented.  

Since there is no formal evaluation framework that could be implemented when evaluating UEMs, the evaluation 

framework adopted in this study are based on the findings from the studies presented in this section. 

2.4 Evaluation Framework 

Identifying relationships between variables is one of the most common objective to study in the field of HCI [47]. 

Frøkjær et al. state that correlation analysis is important to consider since it could reveal answers and relationships 

that otherwise would have been missed [21]. Investigating whether the three criteria that is included this evaluation 

framework have any correlation is of interest since a correlation between them would indicate that all three criteria 

should be accounted for when evaluating an UEM.  

2.4.1  Criteria Relevance 

Wixon state that only counting the usability problems is not a sufficient method to use when evaluating a UEM, he 

argues that the problems detected needs further elaborating and assessment to understand the true value of the 

problem detected [85]. Furthermore, he argues that UEMs should be evaluated using the criteria success, meaning 

that the usability problems detected should be valued depending on how much the system or interface would 

improve when the problem was fixed. Van den Haak et al.,  stated that relevance of the usability problem was 

defined by how much solving a particular problem would enhance the usability of the tested product [79]. This 

perspective aligns with Wixon´s [85] criteria success, regarding how effective the usability performance will 

increase once the solution for the problem has been implemented [85]. Koutsabasis et al., concluded that evaluating 

how effective usability problems detected by the UEM´s here effectiveness is built upon the realness, validity, and 

thoroughness of the usability problem [46]. The attribute effectiveness has similar qualities and values as the 

attribute success stated by Wixon , relevance of the usability problem stated by Van den Haak et al., and the attribute 

effectiveness stated by Koutsabasis et al., [46,79,85]. Furthermore, relevance of usability problem as an criteria for 

evaluating UEM is supported by Hornbæk, who argues that evaluating UEMs by counting usability problems and 

not their respective value results in missing context of the problem, how relevant the problems that are detected 

https://www.zotero.org/google-docs/?2DIAxZ
https://www.zotero.org/google-docs/?769U4x
https://www.zotero.org/google-docs/?4aENbQ
https://www.zotero.org/google-docs/?XLzJP2
https://www.zotero.org/google-docs/?sHccuE
https://www.zotero.org/google-docs/?yMzIxK
https://www.zotero.org/google-docs/?oNh3BZ
https://www.zotero.org/google-docs/?fu3InL
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by the UEM actually are [33]. A criteria when evaluating UEMs should therefore assess each detected usability 

problem´s relevance, not only counting how many usability problem the UEM uncovered [25,33,46,85].  

2.4.2  Frequency 

Wixon states that a criteria that should be used when evaluating UEMs is credibility, to maintain credibility the 

source of the information should be verified and its trustworthiness, expertise and credentials should be validated 

[26,85]. Van den Haak et al.,  discuss the importance of UEMs’ validity as well and Koutsabasis means that the 

validity of the usability problem can be measured by how many times a specific real problem has been identified 

compared to the total number of usability problems identified by the UEM [46]. Vilbergsdottir et al. [82] analyse a 

UEM’s validity through a theory that explores how a usability problem is understood and how it is prioritised. They 

argue that one way to prioritise the usability problems is to measure the problems frequency. In their study, they 

define frequency as The number of times a usability problem is experienced or predicted by the evaluators. Other 

studies have used a usability problem’s frequency and given it a severity score to calculate the problem’s impact 

and validity [18,34,38,41]. Koutsabasis and Hvanneberg both state that validity is defined as how many of the 

identified usability problems are real usability problems divided by all the identified usability problems (or 

Validity= Hits/Hits+False Alarms) [34,46]. However, to calculate if usability problems are real, it requires either a 

careful cross-examination of several UEMs or extensive user testing [34,46]. Hence, a problem’s frequency value 

affects the usability problem’s validity, meaning that a usability problem’s frequency value on its own is an 

indication of its validity.  Furthermore, validity is an attribute that assessments of UEMs often miss, due to 

limitations regarding statistical testing and conclusions that must be made by the evaluators. Therefore, an 

argument can be made that calculating a usability problem’s frequency can indicate the UEM’s validity, a method 

that does not require the same number of resources as calculating the validity according to Hartson, Hvanneberg 

and Koutsabasis [27,33,82]. 

2.4.3 Criteria Timeliness 

Wixon´s criteria timeliness has similar meaning to Koutsabasis et al. criteria effectiveness, which combines validity 

and thoroughness, they further motivate that the more relevant and of an objective nature a usability problem has, 

the more it is likely to be addressed by the developer team [46,85]. In the fifth dogma Hornbæk address that one of 

the reasons that many evaluations of UEMs fail is because they do not take the evaluators notes and insights from 

the evaluation [33]. Furthermore, he argues that the evaluators' insights ideally should be able to turn into 

suggestions of solutions in the design of the application being evaluated. This perspective connects to both  Wixon´s 

opinion on usability evaluation being fundamentally flawed and lacks relevant to applied usability work and 

Koutsabasis et al. emphasis of the importance that the usability problems are able to be addressed by the developing 

team [46,85].  

3 RESEARCH DESIGN 

3.1 Research problem 

The literature and studies on comparing usability methods is scarce, the little research that has been done on the 

subject are varying in quality [79]. Hasan et al. states that the existing studies that compare usability evaluation 

methods identified which method was more effective by comparing the number of identified problems they 

https://www.zotero.org/google-docs/?RLQa9a
https://www.zotero.org/google-docs/?NOzSJL
https://www.zotero.org/google-docs/?Dex3px
https://www.zotero.org/google-docs/?zcGlPS
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produced [28]. However, the studies offered little to no explanation or analysis of the potential benefit or drawback 

a specific problem had. Koutsabasis et al. argues that the value of comparing usability evaluation methods is 

essential because it allows practitioners to have a consolidated understanding of the methods, based on multiple 

usability evaluation methods [46]. Furthermore, the validity and reliability from the results of the comparative 

studies have been difficult to confirm due to the lack of standard criteria of comparison and stable standard 

processes for evaluating usability evaluation methods [27]. Wixon argues that the underlying problem to evaluate 

usability evaluation methods is because a scientific approach to evaluating usability evaluation methods is 

discordant with the product developments underlying philosophy and context [85]. Due to this it is difficult to 

capture critical factors of the evaluation, such as the credibility and timeliness of the collected usability data.  

Weichbroth´s concluded that despite the vast research regarding usability applied on mobile applications, 

studies regarding UEM´s within the context of mobile applications contain vague terminology [84]. The study states 

that there is a need to explore and refine usability evaluation systems that apply to mobile applications. Since HE is 

a cost effective method to uncover a large amount of usability problems, using novice evaluators such as end-users 

as evaluators of a system allows smaller organisations to evaluate their usability without hiring usability experts 

[11,29,51,71].  

Furthermore, previous research about domain experts and usability expert’s studies concluded that domain 

experts in testing environments have had difficulties identifying usability problems that are related to the interface, 

and usability experts have had difficulties identifying domain and task related usability problems [29]. Paz et al 

found that double experts (both domain and usability expert) were preferred to use when conducting a HE. Hence, 

it is of interest to explore how the evaluations content differ.  

3.2 Research questions 

• How does a HE performed by users compare with a HE performed by experts based on the evaluation 

criteria relevance, frequency, and timeliness? 

• In each evaluation's individual result, what type of correlation exists between the criteria relevance, 

frequency and timeliness? 

3.3 Research Paradigm 

Venkatesh [73] suggests that using mixed methods as an approach will aid the researcher in acquiring a deeper 

understanding of complex organisational and social phenomena. Although mixed methods by some researchers 

have been named the third methodological paradigm, this study will combine two methodologies, several 

researchers have declared it is possible for multiple methodologies to coexist peacefully [81,88]. Therefore the 

research design for this study will assume the critical research paradigm and constructivism paradigm with the aim 

of developing causal explanations in the specific constructed reality of the elements studied in this thesis 

[5,9,17,59]. The critical research paradigm is an appropriate paradigm of choice since this study challenge existing 

status que in society by questioning whether heuristic evaluation only is to be conducted by experts [59]. The 

constructivism paradigm is appropriate to use since this study constructs its own understanding and experience of 

HE by conducting two evaluations which later will be reflected upon through the three evaluation criteria [3] 

This mixed method study will analyse the data produced from the HE done in the case study concurrently, 

incorporating the combined result from both the quantitative and qualitative analysis [81]. Presenting the result 

from both quantitative and qualitative methods allows the analysis of the study to be presented in a unified body 

https://www.zotero.org/google-docs/?ZJ4PNT
https://www.zotero.org/google-docs/?hh37Ds
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that provides a holistic explanation of the phenomena [15]. Furthermore, Iorache and Pribeanu concluded that 

quantitative measures alone are not descriptive enough to assess the individual usability problems of a UEM [36]. 

They suggest an integration of both quantitative and qualitative methods, which makes a mixed method approach 

appropriate for this study.  

3.4 Research Strategy 

Employing a case study within the field of HCI is appropriate when the goal is to collect in-depth data and evaluate 

interfaces [47]. This research study will adopt a case study approach to evaluate the UEMs. A case study is practical 

to use when producing the data for applied usability [85]. This approach will ensure that the rich context 

surrounding the case is sufficient enough to provide the nuanced data needed to develop a broad, differential and 

contextualised understanding of the UEMs that are to be evaluated. Furthermore, Koutsabasis et al. argues that 

employing a case study when performing a comparative usability evaluation provides in depth insights about the 

UEMs that are evaluated [1,46].  

3.4.1  Ethics 

Ethics to consider when collecting user feedback on a mobile application through HE are informed consent, 

participants anonymity and how the collected data will be stored [20]. To ensure that the ethical aspects are 

respected all participants signed a consent form, the consent form includes the purpose of the research, information 

regarding anonymity, how the data was processed and stored (A4). All evaluations were combined into one 

anonymous document.  

3.5 Data Collection – Heuristic Evaluation Protocol 

To answer the research question two separate HEs were performed on the same application. The first evaluation 

was performed by five end-users of the system and the second evaluation was performed by the five usability 

experts. All evaluations were conducted on site. The evaluations consisted of a walkthrough were the evaluators 

identified usability problems, notes were taken by the moderator of each identified problem. After the walkthrough 

was finished the moderator went through the 11 heuristics and the evaluators connected each identified usability 

problem to the heuristics they though the problem belonged (A3) [53]. HE protocols usually includes five phases, 

planning, training, evaluation, discussion [66,80,89]. Some studies have created a formal document based on the 

result from the evaluation and discussion phases [55,68].  

3.5.1  Planning 

During the planning phase it is expected to choose what type of evaluators suits the evaluation, how many 

evaluators should be a part of the evaluation and what set of heuristics that are appropriate to use for this specific 

evaluation context [66,68,89]. Since this study is evaluating the usability of a mobile application Pimentos 11 

heuristics developed for mobile applications was used [31,66,78].  

To select participants for the evaluation performed by the end-users, a questionnaire was conducted (A5). The 

questionnaire was sent out to the applications 100 users. The questionnaire described the aim with the research 

and how the data would be collected. Those who were interested to participate left their contact information in the 

questionnaire. After two weeks there were 38 replies to the questionnaire and 24 out of those had left their contact 

https://www.zotero.org/google-docs/?SDeNRp
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information. After discussion with both Vida and Skogforsk, five users that used Vida WQP with the same frequency 

were selected to be evaluators in the HE performed by users. 

To select participants for the evaluation performed by experts five experts were selected through convenience 

sampling to conduct a traditional HE of Vida WQP.  All experts were master students in human-computer interaction 

and fulfil the requirements stated by Botelli et al., Gulliksen et al., and Nielsen [10,24,63]. Nielsen argued that five 

evaluators is enough to uncover 75% of a systems usability problems. Hence, 5 out of the 24 harvest operators that 

use Vida WQP on a daily basis were selected to conduct a HE of Vida WQP as domain/novice experts 

[31,50,51,71,77]. 

3.5.2  Training 

The training phase is considered important because if the evaluators lack understanding of what is meant by each 

heuristic and what domain the evaluation takes place there is a risk that important usability problems are missed, 

previous research concludes that training has an impact on the quality of the HE [40,41,32,73].  

For the evaluation performed by the users, the training session consisted of a document containing the 11 

heuristics with attached descriptions and applied examples, which was sent out two days before the evaluation (A2, 

A3). The instructions given were to read them through and ask the moderator questions if there was something 

that they had trouble understanding. Before starting the evaluation performed by the end-users, the moderator 

made sure that they understood the heuristics. For the evaluation performed by the experts, the training session 

consisted of distributing the same document that was given to the users 2 days prior to the evaluation. Before 

starting their evaluation, a short walkthrough of the app´s functionalities were explained, this was needed for the 

experts to grasp what type of information each functionality displayed.  

3.5.3  Evaluation 

During the evaluation phase each evaluator should examine the system product individually and decide whether 

the user interfaces (UI) are following the usability heuristics [68,78,80,89].  Depending on which study and protocol 

the HE chooses to follow, the evaluators could either use the application and its interface freely or they could follow 

predefined tasks, this study will use the latter approach [34,48,68,78].  

The evaluation performed by the users took place directly after the walkthrough of the heuristics. Since the 

evaluators have become familiar with the heuristics during the training, instead of identifying usability problems 

heuristic by heuristic they identified usability problems as they visited every page in the app. When that was done 

revisited the heuristics and connected each problem to one or several heuristics The evaluations performed by the 

experts had the same structure by identifying usability problems as they did a walkthrough of the entire app.  

3.5.4  Discussion 

The purpose of discussing the identified usability problems as a group is to go through the list of identified problems 

and establish if the identified problem indeed is a usability problem [2], the discussion should address how many 

evaluators identified the same usability problem and if said problems have the correct description [78]. However, 

due to the limited time resources set for this study, it was not possible to conduction discussions with either of the 

two evaluation groups.  



11 

3.5.5  Formal report  

The usability problems, their descriptions and the suggested solutions to each problem were included in a final 

formal report [62,[66,69].  Two formal documents per evaluation were produced, one document contained all 

identified problems (A6, A8) and the other two documents contained the unique identified problems for respective 

evaluation, a relevance value, a frequency value and a solution value (A7, A9). 

3.6 Data analysis 

3.6.1  Quantitative analysis 

Quantitative analysis is appropriate to use on a large set of usability problems that are derived from a HE [49]. Lazer 

concludes that methods suitable to compare user studies with multiple objectives are specific significance tests 

such as anova tests and t-test [47]. Methods suitable to test the variables correlation or relationship to each other 

are logical and linear regression and contingency tables [94].  

Identifying correlation between the variables means that the study is able to explore underlying relationships 

between the variables [47]. This is of interest since relationships between variables would indicate that some of the 

evaluation criteria would be appropriate to use together in future evaluations of UEMs [21]. To answer this question 

a chi-2 test with independent samples is used to test if two categorical variables are independent or if they are 

relational [42]. Independent samples of data that do not reveal any information about each other and can exist 

without one another are independent samples of data. Samples of data that have an influence in the other data 

samples are dependent samples of data [47]. Since the variable USolution value and ESolution value both depend 

on their respective frequency variables and are therefore not suitable to take part in a chi-2 test [7]. Appropriate 

analytical methods to use instead are regression analysis. Since the purpose of this analysis is model construction, 

meaning to answer if the independent (UFrequency and EFrequency) and dependent (USolution value and 

ESolution value) have a relationship [47]. Logistic regression is used for ordinal variables that contain more than 

two categories and for ordinal variables that only contain two categories linear regression is adequate [73]. 

 Quantitative analysis using descriptive information and correlation tests will be conducted on the three criteria 

relevance, frequency and timeliness in each criteria that was generated and added in each of the evaluations formal 

documents (A7, A9). 

3.6.2   Qualitative analysis 

Computer aided content analysis, existing in the realm of computer assisted text analysis, refers to a range of 

techniques that derive from quantitative social science to data-mining and text-mining [12]. Using text-mining as a 

smart digital tool for analysing and exploring the content of each evaluation to identify common themes allows 

researchers to work with the content in an efficient way [72]. The term mining refers to extracting something 

valuable such as information and intelligence from a larger pool of less valued data. Examples of what structures 

and information text-mining can produce are sentiment analysis, text visualisation and topic-modelling [13]. 

Although text mining has a strong quantitative focus, Yu et. al argues that several researchers view text-mining as 

a feasible qualitative research method [87]. ). Even tough text mining originally was developed to handle large 

corpuses, several researcher claims that applying text mining on a small corpus, still returns interesting and 

valuable insights [83,91].  The formal protocols generated from the HEs contain semantic information which this 

study aims to explore, in order to see how the two evaluations differ, regarding what type of problems they tend to 
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identify. Therefore, the choice to use the text mining tools word frequency, word cloud and topic modelling in this 

specific scope is motivated. 

Text-mining can derive word relationships, word frequency, themes, positive and negative enforced words in a 

semantic analysis [30]. Some of these produce data that a qualitative coding of information would produce [60]. 

The first step in text mining is to clean the data set, this was done through a function in the software Orange, where 

a document with relevant stopwords was added and only the columns, Problem, Description and Solution was 

selected for further analysis as the other column did not contain meaningful information for this analysis [52]. After 

the data was pre-processed, the functions bag of words and word cloud was applied. The output of these functions 

displays each word´s weight (frequency).   

Word clouds and word frequency only provide results that are out of context, to identify word co-occurrences 

and themes the function topic-modelling is applied [12,54]. Topic-modelling is a text-mining tool that is useful to 

discover themes, frames or latent content in the documents being processed, this is based on clusters of words and 

their respective frequency [37,64]. Topic-modelling has in recent years assisted researchers in analysing user-

generated text. Nikolento et al. argues that one obstacle for using topic-modelling and the specific algorithm LDA, 

is that the algorithm lacks the capabilities to identify interesting topics that match the potential to be interesting 

for a researcher. However, Jacobs and Tschötschel argue that the output topic-modelling produces topics and word 

relationships that can be interpreted and further analysed [37]. Furthermore, the abstract themes that is the LDA 

output can be labelled by someone possessing the knowledge of the corpus that the data has been extracted from 

[95].  

The qualitative analysis was based on each formal protocol from the unique identified problems (A7, A9), which 

were uploaded in the text mining tool Orange.  The methods in the qualitative analysis used the problems name, 

description and solutions, found in the formal protocols to generate the word frequency, word cloud and abstract 

themes from the topic modelling.  

4 RESULT AND ANALYSIS 

This section will demonstrate the quantitative results of each unique problem's value as well as the qualitative 

results of each evaluation's unique problems and their description and solution. 

The evaluation performed by five users resulted in 97 identified problems (A6), 63 of the problems had a 

corresponding solution and 47 problems were unique (A7). The identified problems that had the highest frequency 

are displayed in image 1.  
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Image 1. Usability problems with the highest frequency from the evaluation performed by users. 

The evaluation performed by the experts resulted in 134 identified problems, 112 of the problems had a 

corresponding solution (A8). Out of the 134 problems, 85 of them were unique and all the unique problems had 

corresponding solution/s (A9).  The identified problems that had the highest frequencies are shown in image 2. 

 

 

Image 2.  Usability problems with the highest frequency from the evaluation performed by experts. 

 

Since user evaluation generated 47 unique problems and the expert evaluation generated 85 unique problems 

it is motivated to use their descriptive statistics to see how they compare to each other and explore the correlation 

between the variables using statistical tests such as chi-2 test and linear and logical regression [47].  
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4.1 Quantitative results 

A Sharpio-Wilk p test was conducted on all six variables to check if the data was normally distributed, all variables 

had a p-value of <0.001 indicating that the data is normally distributed [47].  

4.1.1 Frequency 

Frequency, which is an indication of a problem’s validity, measured how often the same problem occurs by counting 

how many times a problem occurs out of the total number of problems identified [18,34,38,41,82]. In the evaluation 

performed by the users, the mean and standard deviation value of the variable frequency were 1.94 and 1.28. In the 

evaluation performed by the experts, the mean and standard deviation of the value frequency were 1.59 and 1.03 

(image 3). This means that the user evaluation has a higher frequency value, which indicates that they have more 

validated usability problems than the expert evaluation.  

This result indicates that the number of identified problems did not matter for this criteria, seeing that both 

evaluations had a similar mean value and that the user evaluation had a slightly higher value than the expert 

evaluation had. The users slightly higher mean-value could be the result of their homogeneity as a group. This could 

have affected the frequency value. If the end-users that participated in the evaluation would have had varying 

interest and usage of the app, this could have affected the frequency and produced a lower value. 

4.1.2 Relevance 

Relevance is measured by a system developer who is considered an expert within the system that is being evaluated. 

The system developer gives each individual usability problem a value between one and five, depending on how 

feasible the problem is to practically implement [25,27,33,46,56,85].  In the evaluation performed by the users, the 

mean, median and standard deviation value of the variable Relevance were 3.23, 3 and 1.29 In the evaluation 

performed by the experts, the mean, median and standard deviation of the value Relevance were 3.18, 3 and 0.966 

(image 3). This means that the user evaluation has a higher relevance rate than the expert evaluation.  

This result indicates, as stated above, that the number of problems did not appear to affect the results since 

both evaluations produced similar results, even though the user evaluation from these results is considered to have 

a highest value, and therefore problems with higher feasibility these results were based on a single system 

developers’ expert opinion. Furthermore, given the developer works closely with the end-user, one can assume they 

have more similar opinions and experience with the system than the usability experts. Changing or adding other 

experts from different fields to rate the feasibility of problems would most likely change the outcome of this result.  

4.1.3 Timeliness 

Timeliness is measured by counting the number of solutions that evaluators give to each unique problem and 

dividing them by their frequency attribute, which produces the variable solution value [23,33,34,46,84,85]. In the 

evaluation performed by the users, the mean, median and standard deviation value of the variable Solution value 

were 0.723, 1 and 0.396. In the evaluation performed by the experts, the mean, median and standard deviation of 

the value Solution value were 0.8, 1 and 0.402 (image 3). The results show that the expert evaluation has a higher 

solution rate than the user evaluation.  

     This result indicates, as identified in the two previous results, that the number of problems did not appear to 

affect the results, since both evaluations performed similarly. This result is merely based on the number of 

solutions, which in one way could be limited as it only counts the number of problems. To get an in depth and 
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nuanced understanding of this criteria in future work, the solutions frequency (and if possible its validity) and 

relevance should be rated as well. 

 

 

Image 3. Results of each measured variable for both evaluations performed by users and experts.  

4.1.4  Correlation tests  

The significance level of all statistical tests has been set to 0.05. If the p-value of the chi-2, linear and logical 

regression tests are below 0.05 it means that the variables are not independent and that there is a relationship 

between the variables. Thus, the null hypothesis (H0) for the correlation tests have been formulated as ´There is no 

significant relationship between the two independent variables`. The result of the chi-2 test on the variables 

UFrequency/URelevance had a p-value of 0.745 (A10.1). The chi-2 test for variables EFrequency/ERelevance had a 

p-value of 0.099 (A10.2) and the H0 has been accepted in this case. EFrequency/ERelevance. The result of the chi-

2 tests on the variables USolution value/URelevance had a p-value of 0.374 (A11.1) and the H0 has been accepted. 

The chi-2 test for variables EFrequency/ERelevance had a p-value of 0.665 (A11.2) and the H0 has been accepted 

in this case as well. From these results we can conclude that there is no significant relationship between the 

variables UFrequency/URelevance, USolution value/URelevance, EFrequency/ERelevance and ESolution 

value/ERelevance. 

The result of the logistical regression for variables UFrequency/USolution value had a p-value of 0.180 (A10.3) 

and the linear regression for variables EFrequency/ERelevance had a p-value of 0.188 (A11.3), and the H0 has been 

accepted in both cases. The statistical correlation analysis concludes that there are no relationships between the 

criteria relevance, frequency and timeliness; each criteria is independent and have no influence on each other. As 

stated before, exploring the variables’ correlation was of interest to see if they statistically could be argued to use 

all three criteria as a formal evaluation framework [22]. Even if this result does not show any correlation between 

the variables, revisiting this question with a larger dataset is still of interest, as one could argue that the 47 unique 

problems generated by the users is on the verge of what is suitable to apply quantitative analysis methods such as 

correlation tests on. 
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4.2 Qualitative results  

The criteria timeliness also explores the meaning in the content, taking on a qualitative approach [33]. The 

qualitative results in this study were generated from the two evaluations’ uniquely identified problems and then 

uploaded in the text-mining tool Orange (A7, A9). Between the two evaluations, there is a difference in what type 

of words had the highest frequency. Image 4 displays the word frequency from the two formal documents of the 

evaluations unique identified problems. The greater weight of a word, the bigger it is illustrated in the word clouds 

(A12, A13).  

  

 

Image 4. Word Frequency-Users Word-frequency- Experts 

 

4.2.1  User Evaluation  

The ten abstract themes provided in the topic analysis from the user evaluation (A14) have received labels by the 

researcher that conducted, cleaned, and organised the data and therefore possess deep knowledge about the data 

set.  The first abstract theme contained words that the user evaluators expressed regarding the navigation in the 

app and their feeling towards it. The second abstract theme contained words that evaluators expressed about the 

app´s consistency and standards. The third theme contained words that the evaluators expressed regarding the 

apps output and their received feedback. The fourth abstract theme contained words that the evaluators expressed 

in regard to how the information in each function was displayed. The fifth abstract theme contained words that the 

evaluators expressed in regard to what functions they thought were useful. In the sixth theme, the evaluators words 

were about the visual presentation of the app´s interface. The seventh abstract theme contained words in regards 

to the ease of use by intuition. The eighth abstract theme contained words regarding the confusions for some 

functionalities and the app´s lack of help and error handling. The ninth abstract theme contained the evaluators 

expression regarding the lack of error prevention and inconsistency in user language. The tenth abstract theme 

contained words that the evaluators expressed opinions considering what data variables they would want to add 

and variables that they would like to add descriptive data to in the app. All ten themes received labels from the 
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moderator that described their content. This result illustrates what type of problems that the users identified during 

the evaluation, most of their themes regards how information is displayed in the app, which can be seen in theme 

two, three, four, five, nine and ten (Table 1). 

 

Table 1. Abstract themes from user evaluation labelled 

4.2.2  Expert Evaluation 

The ten abstract themes provided in the topic analysis from the expert evaluation (A15) have received labels by the 

researcher, same as the abstract theme from the user evaluation. The first abstract theme contained words that the 

expert evaluators expressed regarding the ease of use by intuition. The second abstract theme contained words in 

regard to how and where the information is placed in the app. The third abstract theme contained words that 

regarded the navigation in the app and their feeling towards it. The fourth abstract theme contained words that the 

evaluators expressed in regards to how the information in each function was displayed. The fifth abstract theme 

expressed the evaluators opinions regarding the app´s design. Similar to the fourth theme, the sixth abstract theme 

contained words that the evaluators expressed were about how the information was displayed in the app. The 

seventh abstract theme contained words that regarded how the app laced consistency in user language. The eighth 

abstract theme contained words that regarded the users feelings and reactions towards the app. The ninth abstract 

theme contained words that the evaluators expressed regarding the misuse of screen space, some attributes could 

be designed to be bigger and some places were overcrowded and should be cleaned. The tenth abstract theme 

contained words that evaluators expressed about the app´s consistency and standards. All ten themes received 

labels from the moderator that described their content. This result illustrates what type of problems that the experts 

identified during the evaluation, most of their themes were connected to the applications interface, this could be 

seen in themes one, two, five and nine (Table 2). 

 

No Label Abstract word collection 

1. In app navigation Add, menu, lengths, remove, places, frustrating, two, double, press, explain 

2. Inconsistent standards Via, dark, disappears, mode, ext, home, inconsistent standards, phone, different, 

measurement 

3. Feedback and observation Know, length, user, entered, able, wrecks, feedback, machines, wrong, addition 

4. Access to information Versions, overload, keep, correct, important, outdated, necessary, old, possibility, spruce 

5. Adequacy of core information Bucking, frustration, parameters, light, wrecks, anything, frustrated, influence, addition, 

manual 

6. Visual presentation Functions, make, purpose, difficult, lights, could, function, directly, sawmills, starts, cuts  

7. Memory load and intuitive design Understand, purpose, difficult, lights, could, function, fully, descriptions, color, blind 

8. Adequacy of functionality, help and error 

handling 

Colour, page, start, something, blind, choose, delete, says, confusing 

9. Error and user language prevention App, red, uses, settings, possible, error, handling, press, explain, double 

10. Data variables and descriptive 

information 

Information, good, missing, variables, volume, interesting, timber, data, see, enter 



18 

Table 2. Abstract themes from expert evaluation labelled 

5 DISCUSSION 

The aim of this study was to seek answers as to whether a HE performed by users, instead of experts for who the 

method was developed for, could have comparable results [16,32,50,62,63,66]. This study was conducted within 

the critical research and constructivism paradigm. The critical research paradigm was appropriate to use since this 

study challenged the social and normative phenomena that heuristic evaluation should only use experts as 

evaluators [5,9,17,59]. Employing the constructivism paradigm together with the critical research paradigm 

allowed this study to successfully understand both the evaluation criteria and the UEM heuristic evaluation [81,88]. 

Deconstructing the related work regarding evaluating UEMs and constructing three evaluation criteria 

resulted in an in-depth understanding of the criteria and how they were to be implemented. A similar procedure 

was performed on the UEM, heuristic evaluation, which was deconstructed by taking apart the HE in four different 

pieces: planning, training, evaluation, and formal protocol. From these four pieces, two HEs were constructed. 

Combining the two paradigms resulted in an in-depth understanding of the social constructions heuristic evaluation 

and the three evaluation criteria: relevance, frequency and timeliness. The process of deconstructing both the 

evaluations and their criteria, and then constructing them in the context of where they belong allowed the attributes 

of this thesis to continuously be reflected upon from start to finish, which helped the thesis to fulfil its aim of 

answering the research questions of how the two evaluations were compared.  

5.1 How does a HE performed by users compare with a HE performed by experts based on the evaluation 

criteria relevance, frequency, and timeliness? 

In previous research regarding what criteria the evaluation of a UEM should be based on, relevance of each 

problem, instead of the number of problems detected could be found in the majority of the articles identified in the 

literary study [27,33,56,79,85]. As stated by previous researchers, there lies a higher value in usability problems 

that have high feasibility. From the result of the descriptive statistics, the evaluation performed by users had a 

higher mean value for the relevance criteria. However, these results are dependent on the one system developer 

that worked closely with the end-user since that person rated the usability problems relevance, which ultimately 

No Label Abstract word collection 

1. Memory load and intuitive design Total, regarding, clarify, belongs, calculation, scroll, move, logical, consist, price 

2. Visual presentation and element of 

information 

User, page, make, top, access, give, see, description, function, days 

3. In app navigation Either, menu, functions, two, inställningar, logga, meny, mnu, icons, ut 

4. Access to information Information, add, space, remove, graph, difficult, easily, result, another, descriptive 

5. Re-designing the interface Text, screen, fit, instead, easily, misuse, choose, table, line, designed 

6. Access to information Displayed, two, screens, percentage, read, misslyckade, overview, lyckade, gran, separate 

7. User language Everything, buttons, user language, correct, correctly, Swedish, English, spelled, objects, sure 

8. Adequacy of information and 

functionality 

Time, feels, periods, clear, different, view, money, interesting, informations, look 

9. Inconsistent use of screen space Unclear, could, design, use, lot, know, numbers, something, percentage total 

10. Inconsistent standards Headlines, headline, header, similar, designed, line, guide, app, visual, calculation 
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could have biased the result because they have a relationship with each other, which is something that the experts 

did not have. 

Frequency, which is an indication of the validity was emphasised to be an important criterion when evaluating 

an UEM [26,33,46,79,85]. From the result of this study, the evaluation performed by the users had a higher mean 

value of the criteria frequency. Although the users by definition and scope of this study were classified as novice 

evaluators, one could argue that the reason for this was that they could also be classified as domain experts, since 

they are experts of the content and purpose of the application [66]. This indicates that users' extensive knowledge, 

experience and enthusiasm within the domain of the WQP application contributed to the high frequency value [29]. 

The criteria timeliness evaluates an UEM on different criteria for identified problems, such as solution rate and 

type of problem [23,33,34,46,84,85]. Hornbæk and other researchers emphasises the importance of evaluating the 

solutions provided by the evaluators for each identified usability problem.  

 The quantitative results of timeliness were that the expert evaluation had a higher solution value compared to 

the user evaluation, which means that the experts had provided more solutions to the number of usability problems 

they identified. However, since this attribute is only based on the number of solutions they produced, to explore 

what type of problems and solutions that were identified from a timeliness perspective, a qualitative approach 

utilising text-mining as a method was appropriate [30,87]. The word frequency illustrated in image 4 reveals that 

there is a clear difference in what the words imply for each evaluation. The user's most frequent word contains 

subjective words such as “good”, “able” and “difficult”, the other words could be connected to task related problems, 

such as “information”, “missing”, “data” and “machine”. The experts' most frequent words contain words that could 

be connected to the interface of the system with words such as “page”, “design”, “access”, “space”, “button” and 

“screen”.   

Furthermore, the ten themes from the user evaluation provided by the topic-modelling primarily resulted in 

Access to information, feedback, how to navigate in the app, and different approaches that regarded error handling 

and help in how the application worked (Table 1). The ten themes generated from the expert evaluation partly 

contained the same themes as the user evaluation (Table 2). The themes the evaluations shared were Memory load 

and intuitive design, Inconsistent standards and Access to information. The difference in the content followed the 

same pattern as shown in their word frequencies.  

The themes generated by the user were mostly focused on task related difficulties, for example they identified 

several data variables that were missing which are important for receiving the correct information regarding the 

measurements of each functionality, confirming Hassan et al. statement of what type of usability problems the two 

expert groups tend to identify [29]. Whereas the expert evaluation generated themes with specific connection to 

the interface, for example they identified buttons with confusing design and placement and several pages where 

the screen space was not properly used further confirming previous statements regarding what type of usability 

each expert evaluating group identified [29,67,74,86,89].   

 Even though the evaluations results and content differ, their quantitative results still were pretty similar and, 

in that sense, they actually compare on an even level. The differences in what type of problems they identified 

indicate that the type of evaluators should be chosen based on the type of problem that the evaluations’ aims to 

identify and what resources are set for the evaluation. These results are interesting finds because they indicate that 

depending on what the aim of the HE is, different types of evaluators should be considered. For example, performing 

a HE where the budget is limited and the goal is to evaluate the systems functionality rather than its interface, 

recruiting the systems end-users to be evaluators would be more beneficial than recruiting usability experts.  

https://www.zotero.org/google-docs/?kxZP5f
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Furthermore, these results also indicate that if the aim is to uncover as many usability problems as possible it could 

be more important to include a variety of evaluators rather than the sheer number of evaluators.  

5.2 In each evaluation's individual result, is there any correlation between the criteria relevance, 

frequency and timeliness? 

This study concluded that there was no relationship between the evaluating variables, since none of the variable 

had a significance lever below 0.05. If there would have existed a correlation between the evaluation criteria, it 

would have been interesting to greater explore their behaviours, since currently these results mean that neither of 

the three variables act according to each other [47]. Therefore, it is possible to not use all three criteria when 

evaluating UEMs. 

6 CONCLUSION 

The approach mixed methods resulted in an in depth and high-quality analysis outcome. This study has provided 

insights regarding how an UEM can be evaluated through three criterias that are based on previous research within 

the field of HCI. Furthermore, valuable insights whether users as novice evaluators would identify the applicable 

and comparable usability problems as expert evaluators would do has been concluded.  

From the result of the two evaluations that were conducted, the organisation Vida AB received two formal 

documents from both HEs. These evaluations provided Vida AB with useful insights regarding their application 

WQP´s usability. From the formal documents three variables were calculated to measure relevance, frequency and 

timeliness, the mixed methods approach aided the appreciation of both the quantitative and qualitative variables. 

The quantitative analysis generated each evaluation a concrete value for each variable and the qualitative analysis 

offered valuable insights in what type of problem each evaluation generated.   

Since this study employed homogeneous end-users as evaluators the result could be generalised compared to 

previous studies that have used specific profiles as novice evaluators. Based on the quantitative result the 

evaluation performed by users had a higher frequency value and higher relevance compared to the expert 

evaluation. Furthermore, this study can acknowledge that both domain and usability evaluators identify different 

types of usability problems, and it therefore is beneficial to either have double experts or engage a mix of domain 

experts and usability experts in the HE. This study suggests that conducting a HE with end-users as evaluators will 

return useful and valuable knowledge about the current state the usability of a system is in.  

This study can conclude that having users as the evaluators in a HE can produce relevant and valid results, and 

with this unlocking an inclusive, simple and cost-effective way to evaluate the usability of a system.  

7 LIMITATIONS AND FUTURE WORK 

There is no widely accepted evaluation framework, thus the framework for this study is based on a related field 

within this topic [27,28,79,84]. Although thorough research was conducted to build a framework, some aspects 

when evaluating UEMs could have been missed. Due to the inaccessibility to communicate over time with the end-

users, no final group discussion was held, therefore there was no discussion conducted with the experts as 

evaluators, which might have affected the result of each evaluation because the aim of a discussion is to see if all the 

evaluators agree with the usability problems, their descriptions and their solutions that are listed [2,78]. Due to 

this, the discussion could have affected what problems that the formal documents would have contained.  The 

criteria relevance was based on the one system developer expert from Vida AB´s and knowledge. If more experts 
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and experts with experience in designing user interfaces the result of the criteria relevance might have a different 

outcome than this study had [33,46,76,79,86]. Validity was said by several previous researchers to be an important 

criteria when evaluating and comparing UEMs [33,34,46,85]. Due to the lack of time and access to end users, this 

study could not conduct the number of UEMs needed to identify what usability problems were considered to be real 

problems. Although a usability problem’s frequency is an indication of a problem’s validity, it cannot be considered 

equal to how validity has been defined by previous researchers, since this study has not verified which identified 

usability problems are real and which are false. This means that some of the usability problems identified in this 

study might not be real problems, which would affect the UEM’s validity, and might have a different outcome than 

what the frequency criteria showed [34]. Future work should therefore implement a proper validity scheme, for 

example by cross-examining several UEMs identified usability problems to determine what usability problems are 

real and what problems are false hits [27,34,46].  

As suggested by several studies, a case study is the most effective way to evaluate and compare UEMs 

[1,46,47,85]. Within the field of HCI results produced from case studies are considered to be generalisable when it 

could be applicable to a broader target group [14]. The results of the study did not produce generalisability as a 

whole. However, the study did use a homogenous group of end-users as evaluators for the novice HE. Which for 

future work can be adopted when choosing types of evaluators for a HE since the result for this group produced 

generalisable results [29,40,51,71,77]. Despite this, the study in its entirety cannot be regarded as generalisable, 

the results encourage further research and actual implementation in regards of considering end-users a form of 

domain experts [29,66]. 
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APPENDICES  

A1. Vida WQP Screenshots 

 

   

1. Start page                    2. Sawmill- page          3. Filter    4. Manuella Kap 

 

 

5.Diagram Modulträff      6. Vrak            7. Meny         
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A2. Heuristic principles for users (Swedish) 

Id Heuristic Beskrivning Exempel 

1 Användandet av 
skärm utrymmet 

Appens gränssnitt ska vara 

designat så att delarna av designen 

sitter på lagom avstånd från 

varandra. Inte för långt bort och 

inte för nära varandra. 

 

Till exempel så är det viktigt att det 
inte finns för mycket saker på samma 
skärm, det riskerar att det blir rörigt 
och svårt att navigera vart man ska 
någonstans.  

2 Följersamma 
standard  

Appens komponenter bör sitta på 
samma ställe genom hela appen 
och bör följa samma 
designmönster. Detta för att 
stimulera användarens 
korttidsminne och undvika 
missförstånd 

De knappar/funktioner som finns på 
flera ställen i appen , ska se likadana 
ut och fungera på samma sätt överallt. 
Till exempel knappen filter som i 
appen finns på flera ställen. 

3 Synlig och enkel 
tillgång till all 
information 

All information såsom text, bild, 
ljud och video som finns i appen ska 
vara synlig och läsbar. Det är viktigt 
att komponenterna på skärmen är 
korrekt justerade och designande 
så det står ut ordentligt. 

Ett exempel på detta är att man i 
diagrammen som visas i appen ska 
kunna utläsa att data som den 
presenterar, inklusive vad som står på 
y och x- axeln. 

4 Appens 
komponenter ska 
vara avsedda för 
dess funktionalitet 

Användaren ska lätt kunna förstå 
vilken information som ska vara i 
en komponent. Användaren ska lätt 
förstå komponenternas 
egenskaper.  

Till exempel så ska det vara lätt att 
förstå vilken information som 
presenteras i de funktioner som 
appen har.  

5 Appens språk ska 
vara 
användarbaserat 

Det är viktigt att appen använder 
sig av det språk som dess 
användare brukar. Det ska ske på 
ett naturligt sätt och inte kännas 
invasivt eller sätta användaren 
under någon form av stress. 

Förstår man som användare alla 
ordval och beskrivningar som finns i 
appen. Till exempel att objekt 
betyder- markägare 
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6 Felhantering Appen ska kunna förutse 
situationer som kan leda till fel 
genom användarinput. Om ett fel 
uppstår ska appen snabbt kunna 
meddela användaren att det har 
skett, och återgå till den senaste 
fungerande versionen. Om det är 
svårt att ordna så ska appen kunna 
ge användaren egna val till vart den 
vill gå.  

Felhanteringen i Vidas app kan till 
exempel vara att ni som användare 
blir meddelade om mätningarna inte 
är korrekt uppdaterade. 

7 Användarinput Den data eller text som användaren 
lägger in i appen kan vara baserad 
på assisterande teknologi och 
kunna läggas in på ett praktiskt 
sätt. Appen ska alltid visa allt som 
användaren har lagt in så att 
användaren har full kontroll. 

Till exempel, är det lätt att förstå hur 
ni kan filtrera informationen och att ni 
kan välja (det ni lägger in att filtrera 
på)  på ett praktiskt sätt. 

8 Enkel tillgång till 
Appens funktioner 

Appens huvudfunktioner ska på ett 
enkelt sätt kunna lokaliseras av 
användaren, helst inte mer än två 
steg bort. De funktionaliteter som 
används mest kan det finnas 
genvägar till. Ingen funktionalitet i 
appen ska vara svår att hitta eller 
förstå. 

Till exempel, är det lätt för er att 
komma åt det ni är mest intresserade 
av att se, är det någon funktionalitet ni 
anser är svårare att hitta till? 

9 Omedelbar 
feedback 

Appen ska omedelbart kunna ge 
användaren feedback om 
systemets status på ett enkelt och 
konkret sätt så att användaren 
förstår. Att kunna uppdatera något 
lokalt på appen istället för globalt 
är att föredra 

Till exempel, är det lätt att förstå/se 
när siffrorna senast var uppdaterade? 
Går det att uppdatera funktionerna i 
appen? Alla tillsammans eller lokalt? 
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10 Hjälp och 
dokumentation 

Appen ska ha en hjälp-knapp där 
vanliga fel och vilka lösningar det 
finns för felen listas. 

Finns det en hjälpguide ni kan 
använda er av? 

11 Minska 

användarens 

minnesbelastning 

 

Användaren ska inte behöva 
komma ihåg saker som ligger på en 
annan sida än vad den är på. 
Informationen som finns på den 
sidan man är på ska innehålla all 
den informationen som krävs för 
att slutföra en uppgift 

Behöver ni ta hjälp av ert minne hur 
man kommer till de olika 
funktionerna eller förstår man hur 
man ska göra för att se alla funktioner 
man vill titta på? 

 

 

A3. HEURISTICS PRINCIPLES FOR EXPERTS (ENGLISH) 

 

Id Heuristic Description Example 

1 The use of screen 
space 

The app's interface should be 

designed so that the parts of the 

design are at a reasonable distance 

from each other. Not too far away 

and not too close to each other. 

 

For example, it is important that there 
are not too many things on the same 
screen, there is a risk that it will be 
messy and difficult to navigate where 
you are going somewhere.  

2 Consistency and 
standards  

The app's components should be in 
the same place throughout the app 
and should follow the same design 
pattern. This is to stimulate the 
user's short-term memory and 
avoid misunderstandings 

The buttons / functions that are found 
in several places in the app should 
look the same and work in the same 
way everywhere. For example, the 
filter button that is in the app in 
several places. 
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3 Visible and easy 
access to all 
information 

All information such as text, image, 
sound and video contained in the 
app must be visible and readable. It 
is important that the components 
on the screen are correctly 
adjusted and designed so that it 
stands out properly. 

An example of this is that in the 
diagrams shown in the app it should 
be possible to read the data it 
presents, including what is written on 
the y and x- axis. 

4 Adequacy of the 

component to its 

functionality  

 

able to easily understand what 
information should be in a 
component. The user should easily 
understand the properties of the 
components.  

For example, it should be easy to 
understand what information is 
presented in the functions that the 
app has.  

5 Adequacy of the 
message to he 
functionality and 
to the user  

It is important that the app uses the 
language that its users use. It 
should be done in a natural way 
and not feel invasive or put the user 
under any kind of stress. 

As a user, do you understand all the 
word choices and descriptions in the 
app. For example, do you understand 
that “objects” means “landowners” 

6  Error prevention 
and rapid 
recovery to the 
last stable state  

The app must be able to anticipate 
situations that can lead to errors 
through user input. If an error 
occurs, the app should be able to 
quickly notify the user that it has 
occurred, and return to the latest 
working version. If it is difficult to 
arrange, the app should be able to 
give the user their own choices for 
where they want to go.  

The error handling in Vida's app can, 
for example, be that you as a user are 
notified if the measurements are not 
correctly updated. 

7 Ease of input  input The data or text that the user 
enters into the app can be based on 
assistive technology and can be 
entered in a practical way. The app 
should always show everything 
that the user has entered so that 
the user has full control. 

For example, it is easy to understand 
how you can filter the information and 
that you can choose (what you put in 
to filter) in a practical way. 
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8 Ease of access to 
all functionalities 

The app's main functions should be 
easily located by the user, 
preferably no more than two steps 
away. The most commonly used 
functionalities can be shortcuts to. 
No functionality in the app should 
be difficult to find or understand. 

For example, is it easy for you to 
access what you are most interested 
in seeing, is there any functionality 
you find more difficult to find? 

9 Immediate and 

observable 

feedback  

 

The app must be able to 
immediately give the user feedback 
on the system's status in a simple 
and concrete way so that the user 
understands. Being able to update 
something locally on the app 
instead of globally is preferable 

. For example, is it easy to understand 
/ see when the figures were last 
updated? Is it possible to update the 
functions in the app? All together or 
locally? 

10 Help and 
documentation 

The app should have a help button 
where common errors and what 
solutions there are for the errors 
are listed. 

Is there a help guide you can use? 

11 Reducing the 

user's memory 

load  

 

The user should not have to 
remember things that are on a page 
other than what they are on. The 
information should contain all the 
information required to complete a 
task 

Do you need the help of your memory 
to get to the different functions or do 
you understand how to use all the 
functions you want to use? 
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A4. Consent form 
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A5. Questionnaire for gathering participants for the evaluation performed by users 
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A6. Formal document All identified problems- User Evaluation 

Link to User Evaluation - All identified problems 

- User_evaluation_WQP.xlsx - All identified problems.pdf 

 

A7. Formal document Unique problems identified- User evaluation  

Link to User Evaluation - Unique identified problems 

- User_evaluation_WQP.xlsx - Unique problems  

A8. Formal document All identified problems- Expert evaluation 

Link to Expert Evaluation - All identified problems 

- Expert_evaluation_WQP.xlsx - All identified problems.pdf 

A9. Formal document Unique identified problems- Expert Evaluation 

Link to Expert Evaluation - Unique identified problems 

- Expert_evaluation_WQP.xlsx - Unique problems 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://drive.google.com/file/d/1uRko_-iNT2QCIDEjVSHZWwzTo1ps9zg3/view?usp=sharing
https://drive.google.com/file/d/1pvGwlMs5ZJHx22H5ZMZGAkV2NjzUFWBM/view?usp=sharing
https://drive.google.com/file/d/10SvJ939ZDEaY4SdlZ6kYctbmLp644rNc/view?usp=sharing
https://drive.google.com/file/d/1duD0RWahwkoYuFQcvt8vtRrUFOd4y0Rt/view?usp=sharing
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A10. Result of correlation test on User evaluation, UFrequency, USolution vale & URelevance 

 

1. Correlation Frequency/Relevance 

 

2. Correlation Solution value/ Relevance 

 

 

3. Correlation Solution value/Frequency 
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A11. Result of correlation test on Expert evaluation, EFrequency, ESolution vale & ERelevance 

1. Correlation Frequency/Relevance 

 

 

2. Correlation Solution value/ Relevance 

 

3. Correlation Solution Value/Frequency 
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A12. User word cloud  

 

A13. Expert word cloud  
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A14. User topic-modelling 

 

A15. Expert topic-modelling 

 

 

 

 


